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Abstract — A novel algorithm to solve the problem of channel assignment (CAP) in cellular radio networks is presented. The algorithm proposed here is a metaheuristic approach, which uses a simulated annealing and genetic algorithm for solving the problem. The selection method based on Boltzmann annealing method, crossover and intelligent move in the mutation operator are used to keep the population diversity. The performance of our algorithm is evaluated using for the results eight well-known benchmark problems.
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I. INTRODUCTION

Due to the insufficiency of available bandwidth resources and the increasing demand for cellular communication services, the channel assignment problem becomes increasingly important. The main objective of this problem is to be able to achieve an efficient use of the available radio spectrum on the network. The available channel band is assigned to the transceivers installed in each base station of the network.

Channel assignment is generalization of the graph coloring problem, which belongs to the class of NP-complete problems [1]. For this category of problem, there is no known algorithm that can generate a guaranteed optimal solution in an execution time that may be expressed as a finite polynomial of the problem dimension. As this reason many heuristic methods have been proposed to deal with CAP. This large production has been analyzed and organized in several surveys [2-4]. Different approaches have been proposed, including simulated annealing [5], genetic algorithms [6], neural networks [7], dynamic programming [8], Tabu search [9] and Cultural algorithm [10]. From the experiments made by most researchers on a variety of standard benchmark problems, simulated annealing (SA) and genetic algorithm GA have been two of the most effective heuristic algorithms for the CAP. Traditional GA often explore the candidate solution encoded in chromosomes and exploit those with better fitness iteratively until the solution is reached. Simulated annealing is an effective algorithm to solve large scale combinatorial optimization problem. Kirkpatrick et al [11] were the first to introduce simulated annealing to optimization problems in 1983. Our approach proposed here uses the simulated annealing and genetic algorithm as method for solving the CAP with a new mechanisms and operators. The key idea of the GSA is to use traditional GA to explore in the same time several regions of the search space and simultaneously incorporates a good mechanism like SA to intensify the search around some selected regions. The move in the proposed approach is based on the intelligent search which embrace more efficient the direction of the space to search.

We consider a general cellular radio network subjected to all three kinds of constraints [12]:

1. the cochannel constraint (CCC): the same frequency cannot be assigned to certain pairs of radio cells simultaneously;
2. the adjacent channel constraint(ACC): frequencies adjacent in the frequency domain cannot be assigned to adjacent radio cells simultaneously;
3. the co-site constraint (CSC): any pair of frequencies assigned to a radio cell must have certain distance in the frequency domain.

The rest of the paper is organized as follows. In Section 2, we formulate the frequency assignment problem. In Section 3, we present the proposed algorithm. In Section 4, experimental results are presented. Future work and perspectives are discussed in the last section.

II. PROBLEM DESCRIPTION

Radio channels are represented by the positive integers. Let $M = \{1, 2, \ldots, m\}$ be a set of available channels where $m$ is the Number of available channels in the mobile network. The basic model of the channel assignment problem can be represented as follows:

1. $N$: The number of cells in the mobile network.
2. $d_i$: represents the number of frequencies that must be assigned to cell $i$ ($1 \leq i \leq N$)
3. $C$: Compatibility matrix, $C=\{c_{ij}\}_{N\times N}$ represents the Minimal channel separation between channels in cells $i$ and $j$, $1 \leq i, j \leq N$.
4. $\text{Call}_{ik}$: Cell $i$ with call $k$ where $1 \leq i \leq N$, $1 \leq k \leq d_i$
5. \( f_{ik} \): A radio channel is assigned to Call\(_{ik}\), where \( f_{ik} \in \) a set of radio channel \( F \).
6. **Frequency separation constraint**: 
   \[
   |f_{ik} - f_{jm}| \geq \ c_{ij}
   \] 
   for all \( i, j, k, m \) \( (i \neq j, k \neq m) \), \( c_{ij} \) is defined in Compatibility Matrix, \( C \). If \( i=j \), it become co-site constraint. 

Therefore, the objective is to find an assignment that minimizes the total number of violations in an assignment, Subject to[13]:

\[
\min \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{l=1}^{m} \ f_{ik} \ \text{viol}(i,j,k,l) \ \ f_{jl}
\]

where: \( \text{viol} \) \((i,j,k,l)\) = \[
\begin{cases}
0 & |k-l| \geq \ c_{ij} \\
1 & \text{otherwise}
\end{cases}
\]

and

\[
f_{ik} = \begin{cases}
0 & \text{if channel k is not assigned to cell i} \\
1 & \text{otherwise}
\end{cases}
\]

for \( 1 \leq k, l \leq m \) and \( 1 \leq i, j \leq n \).

### III. THE PROPOSED ALGORITHM

In this paper, a genetic simulated annealing (GSA) is proposed for CAP. The mechanisms and operators of the GSA are given below.

A. **Solution representation**

We represent a solution by a binary matrix \( N \times m \). \( N \) is the number of cells and \( m \) is the number of channels. If a gene \( f_{ik} = 1 \), then the \( k^{th} \) channel is assigned to the \( i^{th} \) cell (see fig 1.).

<table>
<thead>
<tr>
<th>( f_{i,1} )</th>
<th>( f_{i,2} )</th>
<th>( f_{i,3} )</th>
<th>( f_{i,4} )</th>
<th>( f_{i,m-1} )</th>
<th>( f_{i,m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{2,1} )</td>
<td>( f_{2,2} )</td>
<td>( f_{2,3} )</td>
<td>( f_{2,4} )</td>
<td>( f_{2,m-1} )</td>
<td>( f_{2,m} )</td>
</tr>
<tr>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
<td>( f_{n,1} )</td>
<td>( f_{n,2} )</td>
<td>( f_{n,3} )</td>
</tr>
</tbody>
</table>

![Figure 1. Solution representation](image)

B. **Initial solution generation**

The co-site constraint (CSC) may cause more interference in the real-world situation [13], we have generate the initial solution with the method from [14] (see fig.2). In order to get an initial solution in which the search efficiency is improved, Any pair of channel assigned to the same cell (line) must have the distance defined in the compatibility matrix.

![Figure 2. Initial solution generation](image)

C. **Crossover operator**

The mechanism of crossover is shown in Fig 3. Tow parents \((P1,P2)\) are selected from the population randomly and crossed with The following technique:

1- Generate a sequence of binary number (SQB) equal to the number of cell (rows in our case) i.e SQB=1010 if the number of cell =4

2- exchange the row "I" of the two parents if SQB(I)=1. \( \forall I \in \{1..N\} \). Two kids are generated K1 and K2.

3- The survivor step: the survivor step is the method of selection. It is an important process in the population evolution. The familiar method such as roulette selection, while just based on the fitness of individual, usually out come to local optimum. In this paper, Boltzmann simulated annealing operator is used to select new solutions. Its gain is that some inferior solutions can also be selected to join into evolution, and diversity of population is kepted preferably. The crucial points of simulated annealing method are initial temperature and annealing operation.

   According to reference [15], initial temperature can be confirmed by the relative performance between fitness function and original population. The initial temperature can be calculated as follows:

\[
t_0 = \frac{|f_{\text{min}} - f_{\text{max}}|}{\ln(f_{\text{min}} / f_{\text{max}})}
\]

Where \( f_{\text{min}}, f_{\text{max}} \) represents the minimal and maximal fitness in initial population respectively. The initial temperature considers relative performance of population and bad infection of evolution is avoided promptly.

   Annealing temperature can be sh owed by (2):

\[
t_{k+1} = \alpha t_k
\]

where \( \alpha \) is a proportion factor, and a large \( \alpha \) means that temperature descends much slowly.

If fitness(K1)<fitness(P1) then accept the result of the crossover operator else accept with the probability PB where PB is random variable such us:

\[
\text{PB} < \exp(-f(\text{fitness(K1)}-\text{fitness(P1)}) / t)
\]

And the same work is done for K2 and P2

D. **Mutation operator**

The mission of the mutation operator is to perform some move to improve the fitness. Our basic move is then moving a 1 to a 0 entry of the same row, thus changing the assigned channel of one cell, maintaining the number of assigned channels unchanged and keeping the result of the initial solution (co-site interference). The power of our mutation operator is the covering the whole feasible space in the same line (cell). The computations needed for each movement is \( O(1) \).

**E. Stopping criteria**

In traditional stopping criteria, the number of iteration and solution improved is selected as termination criterion. In this
paper, all of them are considered. The algorithm stops when any of the conditions is true.

![Diagram of crossover operator](image)

**Figure 3. Crossover operator**

### F. GSA description

Figure 4 shows the framework of the proposed genetic Simulated annealing algorithm for minimizing the objective function. The first step is creating and selecting an initial solution, setting that initial solution as the best seen and calculating the initial temperature. The proper algorithm starts searching for an optimal solution until a stopping condition is met. A Pair of parent is selected for the above methods of crossover and mutation. The selection method is performed on these solutions. This process continues until stopping criteria is met, at which point, the best solution seen during the search process is returned.

**Algorithm :GSA**

1) Initialization.
2) Set the size of population N and evolution generation Ne=10000.
3) Generate the initial population, calculate initial temperature
4) Select tow parents
5) Do the crossover operation.
6) Set the annealing temperature, $t_{k+1}=\alpha t_k$, get a new population $C'$ through the selection method.
7) Do the mutation operation in population $C'$ (results of selection method) , get population $C''$.
8) Refresh the optimal individual .
9) Check the stopping criterion. If the stopping criterion is satisfied then go to next step, otherwise, go to the step (4) and continue the procedure.
10) Finish the evolution and output the reconfiguration results.

**Figure 4. GSA framework**

### IV. EXPERIMENTAL RESULTS

In these experiments we used the Philadelphia instances [14]. These instances are widely known within problem CAP, and they are characterized by a number of hexagonal cells (habitually 21), that represent a cellular phone network of the Philadelphia city (see Figure 5). The main differences among the instances correspond with the use of different interference matrices and demand vectors (see table 1). Figure 7 shows the different interference matrices (C) and the demand vectors (D) used.

![Cellular geometry of test problems](image)

**Figure 5. Cellular geometry of test problems**

<table>
<thead>
<tr>
<th>Instance</th>
<th># of Cell</th>
<th>Lower Bound (lb)</th>
<th>Compatibility matrix (C)</th>
<th>Demand vector (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>4</td>
<td>11</td>
<td>$C_1$</td>
<td>$D_1$</td>
</tr>
<tr>
<td>P2</td>
<td>25</td>
<td>73</td>
<td>$C_2$</td>
<td>$D_2$</td>
</tr>
<tr>
<td>P3</td>
<td>21</td>
<td>381</td>
<td>$C_3$</td>
<td>$D_3$</td>
</tr>
<tr>
<td>P4</td>
<td>21</td>
<td>533</td>
<td>$C_4$</td>
<td>$D_4$</td>
</tr>
<tr>
<td>P5</td>
<td>21</td>
<td>533</td>
<td>$C_5$</td>
<td>$D_5$</td>
</tr>
<tr>
<td>P6</td>
<td>21</td>
<td>221</td>
<td>$C_6$</td>
<td>$D_6$</td>
</tr>
<tr>
<td>P7</td>
<td>21</td>
<td>309</td>
<td>$C_7$</td>
<td>$D_7$</td>
</tr>
<tr>
<td>P8</td>
<td>21</td>
<td>309</td>
<td>$C_8$</td>
<td>$D_8$</td>
</tr>
</tbody>
</table>

The result of simulation of problem # 1, 4 is presented in table 2 and 3. problem #1 is simple to solve . Figure 6 shows the required generation to converge to the solution in the problems # 4. The x-axis represents the number of generations whilst the y-axis represents the fitness. In problem # 4, our GSA found the solution within 5000 generation.

![Problem #4 convergence](image)

**Figure 5. problem #4 convergence**

<table>
<thead>
<tr>
<th>Cells</th>
<th>Frequency assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1 6 11</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

A genetic simulated annealing algorithm for solving the channel assignment problem in cellular radio networks is presented. Due to the importance of CSC constraints, we have considered this in the solution initialization. However, due to the limitation of the number of problems presented here, it could not conclude that the metaheuristic approach here would outperform all the algorithms. Further work should be carried out. The hybridization of this algorithm and tabu approach is good perspectives in our work to accelerate the discovery of good solutions. The crossover and mutation operator must be compared with others crossover to see its efficiency.
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